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1.
A Brief Recap of Our Meeting in April 2003
1.1
Discussion Points

What are the differences between areas with zero observed accidents that contain road, and areas with zero observed accidents that do not contain road?

· I was examining the effects of different treatments of ‘zero cells’ on Geographically Weighted Statistics (GWS)
Difficulties in visualising results at high levels of spatial resolution
· What is wanted is for the results to be presented as continuous surfaces from which it is possible to identify local and regional patterns
· This was a case for adopting a GWS approach
The idea of focussing on trying to explain and map the changes over time rather than focussing on modelling accident rates based on other variables
· Developing reasonable exposure proxies too difficult due to lack of data
· It was agreed that examining changes over time would be a good focus but that documenting an attempt at explaining the overall pattern was also important
1.2
Strategic decisions

All analysis to be done with the 10 years of Stats 19 data, the Meridian Ordnance Survey road data, Ordnance Survey MasterMap data for Leeds, UK population census data, and possibly other data for Leeds that Leeds City Council may yet provide (in particular, the locations and timings of remedial treatment works over the period).
Analysis was to be based on applied GWS including the use of so-called geographical data mining tools.  Some experiments to attempt to detect geographical clusters.

Analysis to focus on:

· Analysing change over time (beginning with an examination of annual change
· Different classes of accidents (e.g. pedestrian, cyclist, accidents at specific times etc.)

Analysis to be done at two levels, one for Great Britain and one for Leeds with a comparison of the results at the different levels. 

1.3
Specific Tasks I Was Set
Distribute a list of data exploration and analysis that has been performed so far and write a schedule for research for the next six months
Select one data exploration/analysis and pursue it thoroughly.
2.
What Have I Done Since April?
2.1
Individual Supervisor Meetings
I had a brief meeting with IT to discuss some results and numerous brief meeting with AE for the same.  I also had more formal meetings with AE in July and August.  The more formal meetings mainly concerned Chapter 1 and developing the chapter outline.  AE focussed me on the task of writing up the analysis I was doing and had done.
2.2
Writing up

I have produced (hopefully) a final draft version of Chapter 1.  I hope there is agreement that the chapter outline is satisfactory.
I have drafted both literature reviews.  Chapter 2 reviews literature on the geography of road accidents.  Chapter 3 reviews literature on the use and development of geographical methods for analysing incidence data.  After considering feedback from AE, I hope to get feedback on the Chapter 2 draft from OC and the Chapter 3 draft from IT.

I am drafting Chapter 4 about existing methods and data.  This will link in quite a lot with Chapter 3.  It is like a literature review but more a method review.  In the new year (Jan 2004) I would like feedback on this from AE and IT.

I have done a lot of experiments but most of these are dead ends as I realise something wrong in the method.  I have been writing up as I go along, but often I see a problem with the results and go back to work on the methods.  The writing up is coming together now and the results are making sense.

2.3
Summary of Data and Method Explorations

Section 2.3.1 briefly summarises some of the data and method explorations that were done up to April 2003.  Section 2.3.2 describes some regression analysis work that I did earlier this summer.  Section 2.3.3 describes the work I am currently doing on Geographically Weighted Statistics that focuses on the analysis of change over time.

2.3.1
Early work
As soon as the Stats 19 data was acquired and loaded into a database I began exploring it.  To begin with I used simple SQL to obtain summaries statistics for tabulations.  As I gained experience with the database software and SQL my queries became more sophisticated.  I did some temporal analysis of the data and there were some interesting patterns.  I attempted to answer questions like:

· What are the most deadly hours like?

· When are the hours with the most casualties?

· What days of the week / months of the year are worst?

· What accident involved the most deaths / casualties?

· What proportions of accidents happen on or near junctions for different classes of road.

· What are the proportions of fatal or seriously injured casualties to non-seriously injured casualties for different classes of road and different classes of road user?

As I explored the data in the database, I got a better idea of what types of accidents could be selected and began to wonder more about their spatial distribution and the geographical (space-time) variation in exposure to risk of different classes of accident.  Is there often an accident of this type in this location?  How does the frequency of this type of accident at this location change over the years?
I examined proportions of fatal accidents involving head on collisions on single track roads.  Maps of the number and proportion of accidents involving head on collisions (as expected) identified areas where there was more single track road (areas of higher exposure).  It seemed that what was wanted was some way of comparing the counts and proportion for similar areas, areas with roughly the same level of exposure.  I began to think about how developing proxies for exposure that I could readily derive from digital map data, such as the length of single track road, the number of junctions of different types, etc.
I began by developing a general exposure measure based on Ordnance Survey Meridian Road Data (OSMRD).  The simple measure was that the more road there was the higher the exposure.  I then performed an analysis using the Geographical Analysis Machine (GAM/K).  This produced some interesting yet not very useful results.  The exposure measure was systematically underestimating in more urban areas.

I turned to two things:

· Developing more complex and cross scale exposure measures

· Examining change over time

I did some more experiments with GAM.  I used, as expectancy measures, the number of accidents in former time steps; and, as count measures, the number of accidents in a latter time steps.  GAM was then run to identify clusters of excess, and clusters of deficit.  I did some processing for Britain using rasterised SPIRAD data aggregated to 1 km width cells.  The first analysis compared counts for the first half of the database against those in the second, this showed some interesting patterns and the temporal aggregation was broken down to annual periods.  Maps could be drawn and the patterns in the maps were examined over time.  In some areas there was fluctuation and that one year a significant increase was followed by a significant decrease.  In other areas the pattern was more persistent and significant increases followed significant increases without there being significant decrease in between.

I began to focus more on analysing the change in SPIRAD distributions over time using Geographical Weighted Statistics (GWS).  This was partly because I was not having a great deal of success developing more complex cross scale exposure measures that incorporated information about the number of junctions and re-weighting areas based on the amount of road of different types and the average amount of accidents observed in areas with that type of road.  It was becoming clear to me that the best models for predicting the number of accidents in a small spatial region were stochastic.

2.3.2
Regression of Cross Scale Density Surfaces
The density of something can be measured at different scales and the output can be produced at the same resolution and combined into a cross scale density surface.  This work involved doing a regression analysis to try to predict the values of a cross scale density surface of accidents using the values of a cross scale density surface of roads.  As is common, the regression analysis began by plotting scatter-plots of one variable against the other for all cells at a given resolution.  The scatter-plots were unclear so it would be difficult to assume the nature of the regression equation which might be most appropriate.  The options explored were: try all available types in SPSS and see which gave the lowest correlation value (R-squared); and, try to make a clearer plot to discern the nature of the relationship between the two variables.  This second option was explored first by producing density-plots.

Density-plots are like scatter-plots, the axes are the same, only they are partitioned into cells and the number of points in each partition is displayed in an appropriate colour or shade on the plot.  The density-plots reveal the scatter clearer than scatter-plots where there are a large number of points being plotted.  This was good, but the density plots emphasised the systematic and uneven distribution of values.  In other words, because there are many more points for low values of both variables the density values for cells tended to be higher in regions of low density.  One option was to log the axes, another option was to normalise each cell value using the sum of cell values in a region.  The second option was explored and each partitioned cell value was divided by the total sum of values in that column of the plot.  Arguably the normalised density-plot revealed the relationship between the variables far clearer.  In general, the relationship was exponential, the higher the road density - the higher the accident density.
Following the plotting, various different types of regression models were fitted using SPSS.  The closest fit was an exponential type model which considering the plots seemed entirely reasonable.  A plausible explanation is that more accidents per length of road happen at junctions where road density is high.  The inference is consistent with current understanding, but really the result adds nothing.  I began to think it would be useful to develop raster surfaces that summarised the distribution and nature of junctions.  I wanted to begin applying the general case to specific locations and aggregate up from there.  For instance, take a cell which contains 3 junctions: one junction of type A and in general these type of junctions have x amount of accidents in time y, therefore add to the cell a value of x; also the cell has two junctions of type B and in general these type of junctions have q amount of accidents in time y, therefore add to the cell a value of q.
Developing estimates of SPIRAD density had become synonymous with developing a measure of exposure.
I noted that further analysis could be done trying to develop regression models to predict cross scale accident density for future time periods using observed cross scale accident densities for past time periods.  Additionally, regression analysis could be done to investigate more complex exposure proxies.  However, what I began next was an investigation of different treatments of zero density cells using Geographically Weighted Statistics.

2.3.3
Geographically Weighted Statistics

The use of localised and GWS is becoming more common and they offer a means of summarising the distribution of Stats 19 data as maps.  For this work it was necessary to develop programs for generating GWS for large regions and for reasonably large localities.  The programming work was useful a it helped me become extremely familiar with how GWS are calculated.

Now, most summary statistics such as the sum, mean and variance have geographically or spatially weighted equivalents.  These are simple enough to understand.  First consider their non-weighted localised equivalents (for example, the mean of values in a given region).  Then consider what you would have to do to increase the importance or effect of variable values that were closer to the centre of the localised region.  
There are many different types of GWS and these can be calculated in a number of different ways.  The differences in resulting patterns of this plethora of GWS can be interesting, and more importantly, they can reveal unusual localities that were otherwise not easy to identify.  Most patterns in GWS are easy to explain upon referring back and considering the underlying data, so in a way they can act as heuristics that suggest where to look further.  There is no prescription as to which GWS are best or should be generated first, but certainly the sum, mean, proportion and variance are good for starters. 

Here are some details that describe the difference between two different, yet similar, flavours of GWS.  First consider the Geographically Weighted Mean (GWM) as summarised in the Equation 1, where (
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Equation 1 :
The GWM at cell (
[image: image5.wmf]j

) is 
[image: image6.wmf](

)

å

å

*

=

i

i

i

i

i

j

w

w

x

x


Now, for example, the Geographically Weighted Variance (GWV) at cell (
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) can be calculated by comparing each cells value with its GWM (Equation 2).  It can also be calculated by comparing each cell value with the GWM at cell (
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) (Equation 3).  These are two subtly different things.  The former is less sensitive to extreme values than the later.
Let (
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Equation 2 :
One flavour of GWV is 
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Equation 3 :
Another flavour of GWV is 
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Another major difference in GWS concerns the underlying data and how ‘nodata’ values are handled.  For bivariate GWS when two variables are being compared there is a major conundrum to be faced if there are nodata values at different cell locations in the two surfaces.
Now, in the analysis of SPIRAD distributions I do not want to be assuming that the distribution of SPIRAD likelihood is everywhere equal.  In particular, do I want to identify and treat regions where it is very very unlikely that a SPIRAD will be recorded differently to regions where there is a much higher chance of a SPIRAD being recorded?  The distribution of very very unlikely cells is similar to the negative of observed incidence.  I was thinking that a spatial analysis should treat cells which contain road differently to cells which do not contain road.  For the past 6 months I have been investigating this indirectly, but in some detail, by examining GWS.

Consider for example the calculation of the Geographically Weighted Sum.  The formula for this can be imagined as Equation 1 without the denominator.  Now imagine a location and a region around this where there are some nodata cells.  There is a total possible sum of weights for a kernel in which every cell has a value (TotalSumWeights).  There is also the sum of weights for which the GWS was calculated (SumWeights).  Now, by dividing the Geographically Weighted Sum (as previously imagined) by the TotalSumWeights and multiplying by SumWeights the Geographically Weighted Sum is re-weighted.  Such a re-weighting accounts for the local distribution and amount of nodata.  Arguably it is the difference in the resulting patterns which is of primary interest and this is what I have been focussing on since April.

3.
Thesis Structure Change Summary
Chapter 4 (methodology and method development) has been divided into four consecutive chapters.  These are to come prior to the presentation and discussion of interesting results from the detailed analysis.  Chapter 4 is to be a review of existing methods.  Chapter 5 is to concern method development including both the evolution of existing methods and the development of new methods and tools.  Chapter 6 is to focus on the development of methods for estimating exposure.  Chapter 7 is to focus on the development of methods for examining change over time.
For example: I am comparing the distribution of road accidents over time. There is an arguement for treating differently all locations where there is a strongish possiblity of an accident and areas where it is very unlikely there will be an accident.  Lets call it road. The spatial distribution of this dichotomy is very similar to the distribution of incidence for any time period. Where there is the road there are accidents, and where there is more road, there  is usually more accidentsresolution of the data I am using are around 10 metres, the scales which I am working at are about 10km. The region I am looking at is Britain. I have 10 years worth of data. The problem is quite large.
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