[image: image1.png]


The Pat Butcher Perceptron 

We all know Pat Butcher loves a good G&T and a natter, but it’s got to be the right mix at the Queen Vic for her to turn up. The following Perceptron is going to predict whether Pat will turn up for a drink, or to have a slanging match with someone, on the basis of who’s around…

Pat only goes down the pub if two or more of the following people are there…
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Input 1: Ian: in the pub input = 1, out of the pub input = 0.

Input 2: Ricky: in the pub input = 1, out of the pub input = 0.

Input 3: Bianca: in the pub input = 1, out of the pub input = 0.

Target: Pat: will come to the pub if output = 1, will keep well clear if output = 0.

We want to train the network so that it represents Pat perfectly. In some cases at present two people can be down the pub, but the perceptron will output a zero. This is wrong.

Use the following training set to adjust the weights and teach the perceptron to represent Pat perfectly…

Training set

Ian

Ricky

Bianca
Target Pat

a


1

0

0

0

b


1

1

0

1

c


0

1

1

1

d


1

0

1

1

e


0

0

0

0

Recall that the process is…

1) Input the values for Ian/Ricky/Bianca and multiply them by their individual weights.

2) Total the weighted values and compare the total with the threshold criteria.

3) Output a value suggested by the threshold criteria.

4) Check the output against the training data expected output (Target Pat).

5) If correct go to (1).

6) If not correct, for each weight use this equation…

New weight = old weight + learningRate x (expected – actual) x inputValue

In this case make the learningRate 0.5 , the inputValue will be 1 or 0. Go through this process for each training data set in order. You may find it easier if you draw the perceptron and the weights on some paper.

Once you’ve got your Artificial Intelligence Pat Butcher trained, check that given the following inputs, the net predicts correctly now…



Ian

Ricky

Bianca
?



0

1

1

what about the following novel data?



1

1

1

?

References and Software
General Network stuff

Here’s a few examples that use AI you may want to check out depending on your interests…

Corne, S., Murray, T., Openshaw, S., See, L. and Turton, I. 1999. Using artificial intelligence techniques to model sub-glacial water systems. Journal of Geographical Systems, v.1, 37-60. 
For the darker side of AI see the European Council report “An appraisal of the technologies of political control”…

http://cryptome.org/stoa-atpc.htm
Catching Serial Killers with Neural Nets

http://www.wired.com/news/technology/0,1282,19940,00.html
The EUROSTAT report can be found here…

Use of Neural Networks for improving satellite image processing techniques for land cover / land use classification.

http://europa.eu.int/en/comm/eurostat/research/supcom.95/16/result/final-report.html
[see http://web.archive.org/web/20070112080113/http://europa.eu.int/en/comm/eurostat/research/supcom.95/16/result/final-report.html ]

Supervised neural nets

Introductions…

Perceptrons

http://ei.cs.vt.edu/~history/Perceptrons.Estebon.html
For a detailed look at modern networks, see…

http://www.statsoft.com/textbook/neural-networks/
Software…

Stuttgart Neural Network Simulator

http://www.ra.cs.uni-tuebingen.de/SNNS/
Java examples

http://staff.aist.go.jp/utsugi-a/Lab/Links.html 
http://www.mathtools.net/Java/Neural_Networks/ 
Uses…

Stan Openshaw, Corne, S., See, L. and Kneale, P. (1998) ‘The use and evaluation of artificial neural networks in flood forecasting‘ Presentation at the 33rd Annual MAFF Conference of River and Coastal Engineers, 2 July 1998 MAFF98 / 98-5  

http://www.geog.leeds.ac.uk/research/presentations/98-5/ 
You may also like to check out… 

Application of Artificial Neural Networks to the Evaluation of Sustainable Community Design by Oliver Meyn

http://www.fortunecity.com/skyscraper/y2k/865/oliver.html
[see http://web.archive.org/web/20010819202950/http://www.fortunecity.com/skyscraper/y2k/865/oliver.html ]

Which uses the NPredict Neural Network code to do 2D planning predictions.

Unsupervised Neural Nets

You can find Teuvo Kohonen’s webpage here…

http://www.cis.hut.fi/teuvo/ 
You can find Java examples of SOMs at… 

The National Institute of Advanced Industrial Science and Technology’s webpage. 

http://staff.aist.go.jp/utsugi-a/Lab/Links.html 
Traditional Models

ARMA Models

http://www.itl.nist.gov/div898/software/dataplot/refman1/auxillar/arma.htm 
Important Journals

Neurocomputing
http://www.sciencedirect.com/science/journal/09252312
Neural Networks   
http://www.sciencedirect.com/science/journal/08936080
Artificial Intelligence
http://www.sciencedirect.com/science/journal/00043702
Computers & Geosciences   
http://www.sciencedirect.com/science/journal/00983004
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